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Abstract

We develop a version of variational inference for Bayesian count response regression-type
models that possesses attractive attributes such as convexity and closed form updates. The
convex solution aspect entails numerically stable fitting algorithms, whilst the closed form
aspect makes the methodology fast and easy to implement. The essence of the approach is the
use of Pélya-Gamma augmentation of a Negative Binomial likelihood, a finite-valued prior on
the shape parameter and the structured mean field variational Bayes paradigm. The approach
applies to general count response situations. For concreteness, we focus on generalized linear
mixed models within the semiparametric regression class of models. Real-time fitting is also
described.

Keywords: Generalized additive models; generalized additive mixed models; Negative Bino-
mial regression; Pélya-Gamma augmentation; real-time semiparametric regression; structured
mean field variational Bayes.

1 Introduction

Variational approximation is an alternative to Monte Carlo methods for Bayesian inference
and can be useful in applications where speed and scalability are at a premium. For count
response semiparametric regression, Luts & Wand (2015) provided variational inference algo-
rithms using a fixed form, or semiparametric, mean field variational Bayes approach. Despite
its good accuracy, the non-convexity of fixed form approaches can lead to numerical problems.
For example, in the simulation study described in Section 3 of Wand & Yu (2022), the fixed
form variational approach to Poisson nonparametric regression failed to converge properly in
13.6% of the replications. In this article we devise a variational inference approach for which
all component optimization problems are convex. The Luts & Wand (2015) methodology also
involved some numerical integration steps, whereas our new approach has totally closed form
updates. These attributes lead to fast and stable algorithms that are easy to implement.

Our approach to variational inference for count response semiparametric regression has
similarities with the binary response model approaches of Jaakola & Jordan (2000) and Durante
& Rigon (2019). For a given model the coordinate ascent updates in these two articles are
identical, but the latter makes use of Pélya-Gamma augmentation (e.g. Polson et al., 2013)
which has the advantage of couching the algorithm within the ordinary mean field variational
Bayes framework. As explained in, for example, Pillow & Scott (2012) and Zhou et al. (2012)
P6lya-Gamma augmentation can also aid the fitting of Bayesian regression-type models with
Negative Binomial likelihoods. An additional difficulty compared with the binary response
setting is approximate Bayesian inference for the Negative Binomial shape parameter, which
we denote here by x. We deal with this problem via a structured mean field variational Bayes
approach (e.g. Saul & Jordan, 1996; Wand et al. 2011). This involves restriction of  to a finite set
and performing a variational version of Bayesian model averaging, where individual models
correspond to the atoms of the prior distribution of «. Since « is more of a nuisance parameter,
and any finite set can be specified, there is little cost to this discretisation of «.
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Apart from Luts & Wand (2015), we are aware of some other approaches to variational in-
ference for count response regression-type models. In particular, Zhou et al. (2012) and Miao et
al. (2020) each contain variational inference algorithms which are also based on Pélya-Gamma
augmentation of Negative Binomial likelihoods. Their approaches make use of Logarithmic
series or, equivalently, Chinese Restaurant Process, representations of Negative Binomial re-
sponse models. However, when this representation is combined with P6lya-Gamma augmen-
tation there is no single joint distribution to which minimum Kullback-Leibler divergence, the
underpinning of mean field variational Bayes, is being applied. In addition, the square-root

quantity that arises in the tilting parameter of the Pélya-Gamma g-density, such as the gi(t)
quantity in Algorithm 2 of Durante & Rigon (2019) and the ¢ (q|x) quantity in Algorithm 1 of
this article, is absent from the Zhou et al. (2012) and Miao et al. (2020) algorithms. Our im-
plementations of the Miao et al. (2020) approach resulted in low accuracy compared with the
variational approximation strategy developed here.

Our new convex solution for count response semiparametric regression also benefits real-
time fitting and inference. In Section 5 and Algorithm 2 of Luts & Wand (2015) we presented
an online variational algorithm for real-time count response semiparametric regression. How-
ever, storage of the predictor data and spline basis design matrices was required. In Section 4
of this article we present a new real-time algorithm for the same class of models that is purely
online, in that only sufficient statistics-type quantities need to be updated and stored. The
streaming data can be discarded after they are processed.

Notation used throughout this article is given in Section 1.1. Section 2 describes the spe-
cific count response semiparametric regression models to which we gear our methodologi-
cal development. The new variational inference scheme is described in Section 3. Real-time
semiparametric using online adaptations of our variational inference approach is described in
Section 4. Section 5 contains numerical results. We provide some conclusions in Section 6.

1.1 Notation

A real-valued function, which is defined and prominent in Jaakkola & Jordan (2000), and also
important here is that given by

Ay() tan};(;/Z)’
Scalar functions applied to a vector are evaluated in an element-wise fashion. For example,
cosh([3 11]7) = [cosh(3) cosh(11)]T. Similarly, if v is a column vector then v? is the vector
of element-wise squares and ||v|| = VvTv is the Euclidean norm of v. The notation diag(v)
is used for the diagonal matrix containing the entries of v along its diagonal. If M isa d x d
square matrix then diagonal(M) is the d x 1 vector containing the diagonal entries of M. Also,

z € R. (1)

1 is a column vector of ones. The symbol  is shorthand for “independently distributed as”.

2 Model Description

Throughout this article we focus on the following count response Bayesian semiparametric
regression model:

yi| B, u, k ~ Negative-Binomial( exp{(X3 + Zu);},x), 1<i<n,
il yi, By u, K o Pc’)lya—Gamma(yi +k,(XB+ Zu); + log(/s)),
ulo?,...,02 ~ N(0,blockdiag(0} I,,...,02IK,)), B~ N(0,0%I,), (2)
ind.

o; ~ Half-Cauchy(s,), 1<j <,

and « has a discrete prior with atoms K and probabilities p(x), k € K.
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In (2) 05 > 0 and s, > 0 are user-specified hyperparameters. Distributional notation used in
(2) is defined later in this section.

Model (2) is a variant of what Zhao et al. (2006) label general design generalized linear
mixed models. As explained in their Section 2, this is a very versatile structure and special
cases include nested random effects models for grouped (e.g. longitudinal) data, crossed ran-
dom effects models for item response data, generalized additive models, generalized additive
mixed models, varying-coefficients models and low-ranking kriging.

The distributional notation in (2) is such that 2 ~ Negative-Binomial(s, k) denotes that the
random variable x has Negative Binomial distribution with mean ;1 > 0 and shape parameter
x > 0 with probability mass function:

KT (x4 k)P
I(k)(k+ u)x+ﬁf(aj +1)

p(z) = , z=0,1,2,....

The Pélya-Gamma distributional notation matches that used in Polson et al. (2013) and is
described in Section S.1.2 of the online supplement. Also, x ~ Half-Cauchy(s), with scale
parameter s > 0, means that the random variable z has density function

p(x) =2/[r{1+ (z/5)*}s], @ >0.
Variational inferential tractability is aided by the replacement of o; ~ Half-Cauchy(s,) by
ajz\aj ~ Inverse-Gamma(3,1/a;), a; ~ Inverse-Gamma(3,1/s2), 3)

where = ~ Inverse-Gamma(§, A) means that x has density function

2\
p(x) F(ﬁ)w exp (—A/z), z>0.
If we let
y= Y1, 0n), a=(ag,...,qn), 025(0%,...,03) and a = (ay,...,a;)

then model (2) has directed acyclic graph representation as shown in Figure 1.

a a

0’ (B,u) y K

Figure 1: Directed acyclic graph representation of model (2) with incorporation of the a = (aq, . . ., ar)
auxiliary variables as in (3). The y node is shaded to indicate that it contains observed data.

Model (2) is similar to the class of Negative Binomial response models considered by Luts
& Wand (2015). The differences are the presence of the Pélya-Gamma auxiliary variables and
the imposition of a discrete prior on the shape parameter «.



2.1 Extension to Covariance Matrix Parameters for Random Effects

To simplify the exposition, model (2) only contains scalar variance parameters. Extensions to
covariance matrix parameters arise in the case of random intercept and slope models. A simple
example of such a model having count responses is, for 1 <i <mand 1 < j < n,,

Yij| B0, B1, i, wri ~ Negative-Binomial( exp (Bo + uoi + (B1 + w1 zi5)), Fﬂ)

where
[ o } =% N, )
U1q
and X is an unstructured 2 x 2 covariance matrix. Our new variational methodology has a
straightforward extension to models containing covariance matrix parameters.

3 Variational Inference Scheme

Consider the Negative Binomial response additive model model given by (2) with the auxiliary
variable replacement (3) and directed acyclic graph representation given in Figure 1. At its
most general level, variational approximation of the full joint posterior density function of the
parameters in (2) involves

p(ﬁauvﬂaa7027a|y) %q(ﬁ7u7ﬂaa70’27a) (4)

where the g-density on the right-hand side of (4) is subject to specific restrictions. An initial
restriction to consider is one involving the following product density form:

a(B,u, K, o, 0%, a) = q(B,u,a)q(c?, a)q(k). (5)

Such a restriction is an example of ordinary mean field variational Bayes (e.g. Wainwright &
Jordan, 2008) and, assuming tractability, the optimal g-densities can be found via coordinate
ascent (e.g. Algorithm 1 of Ormerod & Wand, 2010) based on consistency conditions such as

0"(B,u,a) < By (pua) [ log{p(8,u, alrest)}] and q"(k) < Eq(y[log{p(r[rest)}].

Here, for example, Eq_(3.u,a)) denotes expectation with respect to all g-densities other than
(B,u,a). Also, p(3,u,alrest) denotes the conditional density function of (3, u, a) given the
rest of the random variables in the model and called the full conditional density function of
(B,u,a). Attributes of (2) such as Pélya-Gamma augmentation lead to closed formed expres-
sions for all but one of the full conditional density functions. The exception is p(r|rest) which,
as shown in Section S.2 of the online supplement, does not admit a closed form expression.
This makes ordinary mean field variational Bayes impractical for model (2).

As a way of overcoming the difficulties with ordinary mean field variational Bayes we note
that

and then consider approximation of the right-hand side of (6) using the product density form:

(B, u, 5, , 0%, a) = q4(B,u, alx)q(o?, a|k)q(k). (7)

which differs from (5) due to its conditioning on x. Noting that & is confined to a finite set, we
apply a structured mean field variational Bayes approach to obtaining the optimal g-densities
under restriction (7). In essence, this involves performing ordinary mean field variational
Bayes for each x € K as if « is fixed and then obtaining a weighted average of the resultant
g-densities that depends on the x prior distribution and the variational-approximate marginal
log-likelihoods. A summary of this approach is given in Section 3.1 of Wand et al. (2011). From
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Algorithm 1 Structured mean field variational Bayes algorithm for achieving approximate Bayesian
inference for model (2) according to product density restriction (7).

Inputs: y (n x 1), response vector having all entries non-negative integers,
(& (n X (p + Z;Zl K j>), combined design matrix,
03,5, > 0, hyperparameters for the 3 and o; prior distributions
K, a finite set of positive numbers corresponding to the atoms of the prior
distribution of .
Initialize: Haq(1/o2|r) > 0,1 <j <r,and cq(q|x) (n x 1) all entries positive, for each x € K.
For k € K:
Cycle:
Hg(als) < 2(Y + K1) © Ay(eqalx))
M y(1/52|x) — blockdiag(o 5Ty, g1 /o2 ) Tk - -5 Ha(1/02m) I K,)
Saq(gute) < { C7 diag (1ya) C + Mogr /o1 }71

Pa(B.ulr) ¢ Eq(ﬁ,uw{%(CTy - kCT1) + log(ﬁ)CTuq@m}

Cq(alx) <— y/diagonal (C’Eq(gyu‘,{)CT) + (Clig(pulm) — log(f<a)1)2
Forj=1,...,r:

Aaasli) 4 Ha(1/o2lm) 557 5 Ha(1/asle) < 1/ Xq(asln)

Na(o21r) € Ha1/azlm) + 5 Uy 1w I° + t1(Bqcay10) }

Ba(1/o2ls) < (K5 +1)/(20q(02)1))
Lo(K) = 3Hg(5um) (CTy = £ CT1) — (y + K1)  log {COSh (écq(a'“))}

Mg |” + (Zqeain)
203

+ 5108 [Zq(p,ulm)|
Forj=1,...,r:
Lo (k) ¢ Ly(K) + Ba(1/021m) L Xato210) = Ha(1/asl) = 31 Bqquy1m 17 = 5t (Bacuyim) }
Fha(1/a;1m) (Nagas 1) = 55°) = 55 + 1) 10g (Aq(o2)x)) — 108 (Ng(ay 1))
until the increase in £, (k) is negligible.

Lrk) — Ly(k) + 17 log{T(y + K1)} + n[%nlog(n) —log(2)k — log{F(n)}] - % log(x)(y™1)

Outputs: {f14(g,ux)> X q(ulr)s Aa(o2|n), LK) 1 K EK, 1< 5 < r}

Section 10.1.1 of Bishop (2006), each individual (over £ € K) mean field optimization problem
is convex. Also, induced factorization theory (e.g. Bishop, 2006; Section 10.2.5) implies that
we have the additional product density forms q(3, u, a|x) = q(8, u|x)q(a|x) and q(o?, a|x) =
q(c?|k)q(a|r) even though these are not imposed at the outset.

Algorithm 1 describes a suite of coordinate descent algorithms for obtaining, iteratively,
the parameters of the optimal g-densities. It uses the following definitions:

C=[X Z

and

S
~

(8)

u; is the K; x 1 block of u according to the partition u = [u] --- u

It also involves the \; function defined by (1).



Based on the output from Algorithm 1 and the structured mean field variational Bayes
formulae given in Section 3.1 of Wand et al. (2011), the approximate posterior distributions of
the model parameters are obtained as follows:

. &)k
Pl - 2RO
> p(r)LUR)
KEX
* * —-1/2
a"(B,u) = > q°(r)[27Zqg,upm)| /
KEK
T
B -1 B
X exp {—é ([ w } - “’q(ﬁ,uﬁ)) Eq(ﬂ,uM) ({ u ] - “Mﬂulﬁ))}
and
% (Kj+1)/2
q (’i))‘q(;ﬂ@ Ad(o2|x)
D=2 T, ) [ % ’

3.1 Streamlined Variational Inference Alternatives

In grouped data situations, the sub-blocks of the Z matrix corresponding to random effects
typically are quite sparse. Algorithm 1 is still valid for such Z matrices but, for large numbers
of groups, tends to be inefficient when applied naively. Instead streamlined variational infer-
ence alternatives, which take advantage of sparse structure in Z matrices, are recommended.
Lee & Wand (2016) provides streamlined variational methodology for binary response semi-
parametric regression models for grouped data. The same ideas apply to the count response
setting treated here. The details will appear in the first author’s upcoming doctoral disserta-
tion.

4 Real-Time Count Response Semiparametric Regression

The structured mean field variational Bayes approach used in Algorithm 1 also lends itself to
online fitting of streaming data. This allows real-time count response semiparametric regres-
sion. Moreover, unlike in Luts & Wand (2015), this new approach has the attractive aspects of
only requiring low-dimensional sufficient statistics quantities to be stored and updated. There
is no need to keep the full data in memory.

Our proposed algorithm for real-time count response semiparametric regression is similar
to that used in Section 3 of Luts et al. (2014) for real-time binary response semiparametric
regression. The main difference is the presence of the x parameter and its finite set restriction.
The essence of the approach is to express each of g-density parameters in terms of sufficient
statistics quantities such as CTy. If the current sample size is n then

n
Cly = Z c;y; where ¢; = ithrow of C.
i=1

When a new observation arrives with response value y,., and corresponding design matrix
TOW C,., then the

CTy sufficient statistic is incremented by  CyewYnew-
Similarly, for each k € I, the

y? log{cosh(%cq(am)} sufficient statistic is incremented by  Yye. log{cosh(3c(a|s)ne) }
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Algorithm 2 Online structured mean field variational Bayes algorithm for achieving real-times ap-
proximate Bayesian inference for model (2) according to product density restriction (7).

1. Perform batch-based tuning runs analogous to those described in Algorithm 2" of Luts, Broderick
& Wand (2014) and determine a warm-up sample size nam for which convergence is validated.

2. Set Yyarm and Cwarm to be the response vector and design matrix and, for each x € K, let
Cq(alx) be the vector of Pélya-Gamma variational tilting parameters, based on the first 7 am

observations. Then set n « Nyam, Y71 — yL,ml, CT1 « CL..1, CTy « CL . Ywarm-
For each x € K set 1Tlog{T'(y + 1)} <+— 17 log{T(Ywarm + K1)}, CT)\H(cq(am)) —
Ca,arm)\]](cq(am)) and similar sufficient statistics quantities that appear in Step 3 below. Also,

set Lq(g.ulr)> Za(Bulk): Hq(1/o2, k) Ha(1/02, |x) tO be the values for these quantities obtained in
the batch-based tuning run with sample size 7yam.

3. Let q%,..(k), K € K, be the g-density of « obtained from feeding Y arm, Cwarm, 03 and s, into
Algorithm 1.

4. Cycle:

read in Yo and Cpey ; N—n+1
yT]- — yT]- + Ynew ; CTl — CTl + Chew CTy A CTy + Crew Ynew

Obtain the atom set IC,, C K for the current sample size such that the retained
atoms coax q*(k) to be more concentrated around the posterior mean of q,,..(x).
(A practical recommendation for this step is described in Section 4.1.)

For k € Ky
1T log{I'(y + k1)} +— 1T log{T'(y + x1)} + log{T (Ynew + k) }
a'“ new < \/ q(B u| k) Cnew + {cnewl'l’q(ﬁ ulk) — IOg(H)}Q
C /\H(Cq(aln ) — C /\]I(cq(aln)) + )‘I](C(O‘M)neW)cnew
CT (y O) )\]](cq(ahi))) — CT (y O] )‘H(cq(a\n))) + ynewA]](C(a|H)new)cnew
CTdiag(AH(cq(a\m)))C — CTdiag(AH(cq(a\R)))C + Ay (e(et]£)new) Enew Caens
C"diag(y © \y(cq(alx)))C +— CTdiag(y © \j(cq(aln)))C
+ynewAH(c(a‘Kf)new)cnewcz;w
17 log{cosh(%cq(a‘,{))} «— 17 log{cosh(%cq(aw)} + 10g{cosh(%c(a|n)mw)}
yT log{cosh(%cq(am))} —y” log{COSh(%Cq(a\n))}
+ynew IOg{COSh(%C(OL“{)HQW)}
Mq(1/0.2|,§) — blockdiag(aﬁ?QIp, ,uq(l/gf‘ﬁ)IKl yous huq(l/oﬁlfi)IKr)

Eq(ﬁ,u‘,{) — {2CTdiag(y ® )\H(Cq(a‘,{)))c
+ QKCTdiag(/\H(Cq(am)))C + Mq(l/o.z‘,{)}
T T
HPa(B.ulr) < Za(B,uln) (%(C y—rC1)
+ 2 log(n){CT (y ® )\H(cq(a‘,{))) + K;CT/\H(cq(aM)})
Forj=1,...,r
Aaayle) € Ha(1/o2lm) 557 5 Ba(i/ase) < 1/ Xa(a;ln)
Aa(o2lm) € Ha(/azlm) + 5 U Bqgauy i IP + tr(Sqgu0) }

Ha /o1y ¢ (K5 + 1)/ (20021
continued on a subsequent page . . .

-1

where

(@) = /Loy B i) o + L () — 108()}2



and 43 u|x) and Xy(g.ux) are the current g-density parameters of (3, u)|x. Continuing in this
fashion, we arrive at Algorithm 2 for real-time count response semiparametric regression, and
only requiring low-dimensional sufficient statistics storage and updating.

Algorithm 2 continued. This is a continuation of the description of this algorithm that commences on
a preceding page.

k) «— %l’/z;(gﬁum) (CTy -xC"1

y7 log {cosh ( cq(a|,<)) }

1) -
g1 |12 + tr(Zqgin))
—x1T log {cosh( Cq(alr) )} a(81r) 2(7,@ I

+17 log{T'(y + 1)} + n[%f-@log(n) —log(2)k — 1og{I‘(f£)}] - % log(x)(y™1)
Forj=1,...,r
£(R) = £(R) + Ha1/0210) {Nao20) = Har/asm) = 3810 1P = 380 (Baquy m) }
Fha(1/a;1m) Natas 1) = 557) = 3 (K5 + 1) 1og (Aq(o21)) = 10g (Ngay 1))

0" (k) <— p(x) exple(x)} | 3 p(w) exp{L(s)}

k' EK,

+ 3108 [Zq(8,uln)|

T(Bu) «— > [q*(fﬁ)lZqu(ﬁ,mm|_1/2

KREK,
T
X exXp {-% ({ 5 } - Hq(g,um)) E_(g ulk) ({ o } - “q(,&uln)) }]
, T

. (K;+1)/2
q (H))‘ J2 )\ 2
w( 2 Z a(ojlx) 2\ (K;+1)/2—1 a(ojlx) 2
“) ¢ - J " J — . > 07
q (U]) F(%(F%"‘l)) (U]) €xp 0.2 UJ

KEK, J

Produce summaries based on q*(8,u), *(x) and q*(c7), 1 < j < 7.

until data no longer available or analysis terminated.

4.1 The Step of Algorithm 2 Involving the Reduced Atom Set IC,

When developing and testing Algorithm 2 we first looked into using the original atom set K
during the online updates. However, when K is kept fixed, there is a tendency for the x prob-
ability mass to pile towards the left or right extremities of K which, in turn, adversely impacts
the quality of the q*(3, u) and q*(a?) approximations. We do not have an explanation for the
occurrence of this phenomenon. Some experimentation showed that the online g-densities of
the main model parameters could achieve similar behaviour to their batch counterparts if the
x atoms were sequentially reduced and concentrated around the posterior mean of .. (x).
Further research on this aspect seems warranted. However, with practicality in mind, we de-
vised the following simple scheme for achieving such concentration. Given the skewed nature
of posterior distributions of positive-valued parameters, we work with logarithm of . Let
A = log(k ) and let qwarm()\) be the probability mass function of A corresponding to g, (k).
Next let 1, and o7 denote the mean and standard deviation of g ()\). Asymptotic nor-

mality considerations dictate that most of the probability mass of g%, ()) is in the interval
(1 = TO s v + T ) where 7~ 3.

For n > n.m. a reasonable away to coax q*(x) to be more concentrated around ¢}, (x) is to set
]Cn = {K/ € IC : Néarm - To-‘fl\arm \% nwarm/n S log( ) < lu‘warm + 7—O-warm \% nwarm/n} ? (9)
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which is also based on standard asymptotic normality considerations. In our simulated data
assessment of Algorithm 2, we adopted (9) with 7 = 3.5. Lastly, for very large n, we need to
guard against X, becoming null. We suggest to cease the atoms reduction when the number
of atoms reaches a low value such as 5.

5 Numerical Results

We now evaluate and illustrate the performance of Algorithms 1 and 2 using both simulated
and actual data. Section 5.1 uses the same simulated data setting as Luts & Wand (2015) to
assess comparative accuracy and speed of Algorithm 1 against a Markov chain Monte Carlo
benchmark. In Section 5.2 we conduct a simulation-based assessment of Algorith 2. In this
study the real-time fits are compared with the more computationally expensive batch fits. As
with any simulation study, the results of Sections 5.1 and Section 5.2 are necessarily limited
in that they can only treat a few specific scenarios. In Section 5.3 we illustrate use of the
methodology for some actual data concerning pollen counts.

5.1 Simulated Data Assessment of Algorithm 1

Our simulated data assessment of Algorithm 1 involved data generated according to the fol-
lowing Negative Binomial additive model:

yilzi, zi2 ~ Negative-Binomial (exp{7me1 (21:) + Moe2(22:)}) s Fie)s 1 < 7 < 500
where
Nisue,1 () = COS(ATT) +22,  Mue2(2) = 0.46(2;0.38,0.08) — 1.022 +0.0182% 4-0.08¢(x; 0.75, 0.03)

and ¢(z; p1, o) denotes the density function of the Normal distribution with mean p and stan-
dard deviation o, evaluated at z. We set x,. = 3.8, which corresponds to a relatively high
amount of over-dispersion. The predictor data were generated according to

i1, zio ~ Uniform(0,1), 1 <i < 500.

We used the following penalized spline model for estimation of 7e,1 (1) + Mirwe,2(22):

K1 KZ
Bo+ Bray + oz + > unkzie(1) + > ugrzor(2), ujp ° N(0,07), j=1,2. (10)
k=1 k=1

Here zj;, and 29, are canonical O’Sullivan spline bases as described in Section 4 of Wand &
Ormerod (2008). The basis sizes were K1 = Ky = 17. This set-up is an r = 2 special case of
model (2) with, for example,

X = [121i22i) ;500 ad Z = [z11(z1i) - 210 (010) 221(220) - 2200, (20) | g5 (11)

We imposed the prior distributions:
Bo, B1, B2 % N(0,10°), 01,09 ~ Half-Cauchy(10°) and p(k) o« exp(—£/100), & € K,

where the atom set K is a geometric sequence of size 50 between "¢ /10 and 10x"¢. We fitted
the special case of model (2), corresponding to (10) and (11), via Algorithm 1. The convergence
was assessed by monitoring the relative change in log{p(y; ¢|x)}, with a stopping criterion set
at 10~'°. One hundred simulation replications were performed.

To facilitate accuracy assessment we also obtained fits based on a Markov chain Monte
Carlo approach. This was achieved using the JAGS Bayesian inference engine via the R pack-
age rjags (Plummer, 2025). For each replication, chains of length 10000 were obtained. The first
5000 values were discarded as burn-in Then, thinning by a factor of 5 was applied, leading to
a retained samples of size of 1000.
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Figure 2: Boxplots of accuracy scores, as defined by (12), for the Algorithm 1 simulation study.

5.1.1 Assessment of Accuracy

The accuracy score for a structured mean field variational Bayes approximate posterior density
function q*(#) of a generic continuous parameter 6 is defined as

1

accuracy(q*) = 100 <1 ~3 /OO 9% (0) — p(0|y)‘d9> %. (12)

For the discrete parameter x, an analogous definition applies with the integral replaced by the
sum over K. The density p(f|y) was estimated from the Markov chain Monte Carlo samples
for 0 using the bkde () and dpik () kernel density estimation functions within the R package
KernSmooth (Wand & Ripley, 2024).

Figure 2 displays the boxplots of the accuracy scores for estimation of the function exp (7iwe,1+
Nwe,2) €valuated at the sample quartiles of the z1; and x9; values. We use the notation @y,
k = 1,2,3, to denote the quartiles. Accuracy scores for 7,03 and k were also obtained. The
boxplots in Figure 2 indicate satisfactory accuracies for this simulation setting. When com-
pared with Figure 4 of Luts & Wand (2015), improvements over that article’s semiparametric
mean field variational Bayes approach are observed, with the most notable gain being for «.

Figure 3 shows the accuracy costs of the mean field approximation by comparing the g-
density functions with those based on the Markov chain Monte Carlo for a randomly chosen
replication. To aid visualisation we replaced the s probability mass functions by polygons
formed by joining each of the the atom/probability pairs. The polygons were then normalized
to have areas under the curve equal to 1. It can be seen that variational approximate posterior
densities are nearly as wide as the Markov chain Monte Carlo counterparts for the functions
evaluated at the quartiles, and also centered about true values. However, some inaccuracy is
apparent. The discrete densities of x obtained via Algorithm 1 and Markov chain Monte Carlo
and are very similar to each other and centered around x""¢.

5.1.2 Assessment of Speed

The execution time of Markov chain Monte Carlo represents a significant bottleneck in Bayesian
analysis, which is one of the main motivations for exploring faster alternatives such as vari-
ational approximations. Algorithm 1 requires achieving convergence of |K| variational algo-
rithms, where || is the cardinality of . We recommend the use of warm starts when march-
ing, in order, through the « atoms to accelerate convergence and thus reduce processing time.
The overall computational burden is linear in |K|, and appropriate choice of the s prior can
help prevent excessively long run times. That said, our method achieves very good speed. The
average (standard deviation) elapsed time of the two methods across all 100 simulated datasets
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Figure 3: Illustrations of the accuracy of the structured mean field variational Bayes (MFVB) posterior
density functions and probability mass function approximations obtained from Algorithm 1. In each
panel, the MFVB approximate density functions or probability mass function for a quantity of interest
is compared with its Markov chain Monte Carlo (MCMC) counterpart. The percentage is the accuracy
score according to (12). The vertical lines indicate true values according to the simulation set-up.

is 117.8 (1.876) seconds for the Markov chain Monte Carlo approach, and 2.088 (0.1440) sec-
onds for Algorithm 1. The simulations were run in R (R Core Team, 2025), version 4.4.3, on a
machine with 12 cores and 24 gigabytes of random access memory.

5.2 Simulated Data Assessment of Algorithm 2

To assess the efficacy of Algorithm 2 we simulated data sets corresponding to the Negative
binomial nonparametric regression model

yila; Negative-Binomial (1w (i), fire) s, 1 <4 < nya, (13)

where
Niwe () = 0.36(250.2,0.08) — 0.3¢(x; 0.65,0.23) + 0.4¢(x;0.45,0.08)

where ¢(-; i1, 0) is as defined earlier in this section. In (13) ng, signifies the full real-time data
sample size. In all of our examples we set ng; = 1000. The predictor data were generated
according to x; "¢ Uniform(0, 1).

Bayesian penalized splines of the form

Bo+Biz+ Y wpz(z), uglo® X N(0,0%),

were used to model and estimate 7,... The z; spline basis functions are analogous to those
described in Section 5.1. In this real-time example we used 35 interior knots, which entails use
of K = 37 basis functions. This set-up corresponds to the » = 1 special case of Algorithms 1
and 2. We also imposed the prior distributions:

Bo, B N(0,10°), o ~ Half-Cauchy(10°) and p(k) x exp(—+/100), & €K

11



where K is the geometric sequence of length 50 between £ ,./10 and 10K ..
Real-time data scenarios based on (13) were simulated for each of

Kee € {5, 10, 20,40},

corresponding to count responses with varying amounts of overdispersion. Three replications
of (z4,yi), 1 < i < ng, data were generated within the R computing environment according
to the command set.seed (s) with s set to each of 1, 2 and 3. These data were then fed
into Algorithm 2 with samples of size n = Nyam; Mwarm + 1, - . ., e In all but one case we used
Nywarm = 100 and achieved good convergence. The exception was K, = 20 with the third seed
value, in which case the longer warm-up of 7., = 200 was warranted. The same sequential
data sets were fed into Algorithm 1 to allow comparison between the online fits and those
obtained via ordinary batch processing.

The results of our simulation-based assessment of Algorithm 2 are presented as movies
within the supplementary material. 1 Figure 4 shows some of the frames from the first £, = 5
movie.

=== bhatch
— real-time
--- truth

Figure 4: Some illustrative comparisons for k., = 5 between the real-time Negative Binomial nonpara-
metric regression estimates based on Algorithm 2 with the batch counterparts based on Algorithm 1.
The solid curves correspond to posterior means. The dashed curves correspond to pointwise approximate
95% credible intervals. The scatterplots correspond to the current regression data.

Figure 4 and, in particular, the movies show that Algorithm 2’s real-time inference for
the mean structure is quite similar to that obtained with successive batch fitting. Clearly, the
former is preferable from a speed standpoint in streaming data applications. High quality
real-time inference for the x nuisance parameter appears to be out of reach. The strategy used
in Figure 4 and the movies, and described in Section 4.1, aims to ensure that the running
approximate posterior distributions of x are reasonable enough to not adversely impact real-
time estimation of the mean structure.

!For this pre-publication version of this article, the movies are on the following web-site:
https://matt-p-wand.net/M+Wmovies.html

12



5.3 Application to Pollen Counts Data

This application involves data daily ragweed pollen counts in Kalamazoo, U.S.A., during the
1991-1994 ragweed seasons. The data correspond to the study described in Stark et al. (1997).
The model is of the form

;"% Negative-Binomial{ exp (o + 81 21; + B2 xo; + B3 w3; + 25 (247)), 6}, 1<i<mn, (14)

where n = 334 corresponds to the total number of days when ragweed pollen was in season
during 1991-1994. The variables in (14) are ragweed pollen count on the ith day (y;), tem-
perature residual on the ith day (x1;), indicator of significant rain on the ith day (x2;), wind
speed in knots on the ith day (z3;), day number of ragweed pollen season for the current
year on which y; was recorded (x4;) and a categorical variable for the year in which y; was
recorded (one of 1991, 1992, 1993 or 1994) (z;). Here temperature residuals are the residuals
from fitting penalized splines, each having 5 effective degrees of freedom, to temperature (in
degrees Fahrenheit) versus day number for each ragweed pollen season. Mixed model-based
penalized splines were used for modelling the 7., z € {1991, 1992,1993,1994}. The variance
parameters used in each of the four penalized spline components are 0%, 03, 0% and 0. The
full model is

yilB,u, k" Negative-Binomial (exp{(X3 + Zu);},x), B~ N(0,10'°I)
ulo?,...,0% ~ N(0,blockdiag(c? Ik,,...,07 Ik,)), (15)
o1,...,04 ~ Half-Cauchy(10%), p(k) o exp(—£/100), k€K

where K is a geometric sequence of length 100 between 0.5 to 50. The design matrices in (15)
are

1 T11 " T41 1(21:1992) 1‘41[(21:1992) e 1(21:1994) 1‘41[(21:1994)

o
I

1 2y 24y 1(2,=1992) 24p1(2,=1992) - I(2,=1994) w45,1(2,=1994)

and Z = [Zlggl Z1992 Zlggg Z1994] where Z1991 isan n X Kj matrix with (Z, k’) entry equal to
I(z; = 1991)2i(z4;) and Z1gg2, . . ., Z1994 are defined analogously. The z;, basis functions are of
the same type used earlier in this section. The 3 and u vectors contain the coefficients to match
the columns of X and Z respectively. Lastly, the spline basis sizes were K1 = Ky = K3 = 17
and K = 16. This difference in the spline basis sizes is due to the numbers days in the ragweed
pollen season varying in length between the four years. They range from 78 for year 1994 to
92 to year 1991.

Model (15) is an r = 4 special case of (2). We used Algorithm 1 to perform approximate
Bayesian inference.

— MCMC 0

— [ee]

MFVB S o

S © ©

o) S (=)

© /\ © <

o

< Lo &

N

[qV] / [qV] o
o o - § 5 - - - - - o 8 - - - - “ -
Ol 02 03 04 05 0.15 0.25 0.35 0.45 OO Ol 02 03 1 2 3 4 5 6

temperature residual wind speed raln K

Figure 5: Comparison of posterior density function and probability mass function approximations based
on structured mean field variational Bayes (MFVB) and Markov chain Monte Carlo (MCMC) for four
of the parameters in model (15).
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Figure 6: Structured mean field variational Bayes (MFVB) and Markov chain Monte Carlo (MCMC)
posterior means (solid lines) and 95% pointwise credible intervals (dashed lines) for estimation of the
functions migg1, - - ., M994 in the model conveyed by (14) and (15).

Figure 5 shows the posterior density functions for the parameters associated with the lin-
ear effects of the quantitative explanatory variables considered in the model. On the right, the
posterior probability distribution function of & is represented. It can be noticed that all the
the coefficient parameters are significantly different from zero. The variational approximate
density functions for the linear effects appear narrower than the Markov chain Monte Carlo
ones; the approximate posterior distribution of x appears slightly shifted to the right com-
pared to the exact one. Both distributions assign posterior mass to values ranging from 2 to 5,
supporting the suitability of the Negative-Binomial response model.

The trend of the linear predictor over the days of the season, shown separately for each
year, is displayed in Figure 6. Solid lines indicate the posterior mean, and dashed lines the
posterior pointwise credible intervals at level 95%. The four curves exhibit similar behavior,
with a peak around the 20th day of the season, followed by a decreasing trend.

6 Conclusion

Our convex solution to the count response semiparametric regression problem described here
offers stability and real-time processing advantages. The inferential accuracy is often reason-
able. However, it also prone to some inaccuracy and this aspect needs to be taken into account
when trading off against speed. Even though we have focussed on semiparametric regression
models, the same general approach applies to numerous other count response settings.
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Semiparametric Regression: A Convex Solution
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S.1 Pélya-Gamma Distribution Definitions and Results

The Pélya-Gamma distribution plays an important role in this article’s variational inference
approach. In this section we provide relevant definitions and results.

S.1.1 The Gamma Distribution

A random variable z has a Gamma distribution with shape parameter a > 0 and rate parame-
ter 8 > 0, written
x ~ Gamma(a, ),

if and only if its probability density function is

[e7

p(r;a, B) = Fﬂ(a) 2 Lexp(—pz), x> 0.

S.1.2 The Pélya-Gamma Distribution

A random variable x has a Pélya-Gamma distribution with shape parameter b > 0 and tilting
parameter ¢ > 0, written
x ~ Pélya-Gammal(b, ¢),

if and only if

k
+¢?/(4m?)

1 o0 g
i lin distributionto — g
z is equal in distribution to o 2 i =1/2)2

where

gp Gamma(b,1), k=1,2,...

Note that there is no closed form expression for the density function of a Pélya-Gamma(b, c)
random variable.

S.1.21 A Decomposition of the General P6lya Gamma Density Function

Let pec( - ; b, ¢) denote the density function of a Pélya-Gamma(b, ¢) random variable. Then for
allz,b>0and c € R:

prc(; b, ¢) = cosh®(¢/2) exp (—%ch) prc(2;0,0). (S.1)

This result corresponds to equation (5) of Polson et al. (2013).



S.1.2.2 The Mean of a P6lya Gamma Random Variable
From Section 2.3 of Polson et al. (2013), if

x ~ Pélya-Gamma(b,c¢) then E(z)= %tanh(c/Q) = 2b)\;(c). (S5.2)

S.2 Impracticality of Ordinary Mean Field Variational Bayes

The impracticality of ordinary mean field variational Bayes for model (2) stems from the fol-
lowing fact mentioned in Section S.1: Pélya Gamma density functions do not admit closed
forms. In this section we provide relevant details.

From Figure 1, the Markov blanket of « is {y, 3, u, a}. Therefore

p(k|rest) = p(kly, B, u, o) < p(y|B, u, k)p(aly, B, u, k)p(x).

The factors p(y|B3, u, x) and p(x) have simple closed form expressions, but

p(a‘yvﬂv u, H) = HpPG (Oéz, Yi + K, (XB + Zu)l + IOg(K“))

=1

depends on intractable Pélya-Gamma density functions. This hinders practical mean field
variational Bayes for model (2).

S.3 The Structured Mean Field Variational Bayes Alternative

The structured mean field variational Bayes alternative goes back to machine learning articles
such as Saul & Jordan (1996) and Jaakkola (2001) with application to, for example, coupled
hidden Markov models. Section 3.1 of Wand et al. (2011) describes a structured mean field
variational Bayes paradigm for Bayesian hierarchical models within the field of statistics. The
derivations and subsequent optimal ¢-density formulae given in Section 3.1 of Wand et al.
(2011) are the basis for Algorithm 1.

S.4 Algorithm 1 Justification

We now justify the steps given in Algorithm 1. There are two main components: (1) the optimal
g-density derivations which lead to the Algorithm 1’s coordinate ascent scheme and (2) the
explicit expression for the marginal log-likelihood conditional on x, which form the basis for
the structured mean field variational Bayes posterior density approximations.

Throughout this section we let ‘rest” denote all random variable in the model other then the
random vector of current interest. Also, Ey_g) signifies expectation with respect to the joint
g-density function of all model parameters but with 8 omitted.

S.4.1 Optimal g-Density Derivations

We now provide the derivation of each of the optimal g-density functions.

Derivation of q*(a|k)

It follows from the second line of (2) that

log{p(alrest)} = "log {pra(ai; yi + 5, (X B + Zu); —log(k)) }.
=1



In view of (S.1) we then have
log {p(afrest)} = log {pro (i i + . (XB + Zu); — log(x)) }
—% (XB+ Zu); — log(k } a; + log{ppc(ei; yi + K,0)} + const
where ‘const” denotes terms that do not depend on «;. Therefore,
2
Eq(—(ai)) [ log{p(ilrest)}] = =5 Eygup) [{ (X B + Zu)i —log(k)} o
+ log{prc (i yi + K, 0)} + const.
It quickly follows that, for each 1 <1i <mn,

q*(cy|r) is the Pélya-Gamma(y; + £, ¢q(a,|x)) density function

where
2
al\n \/E (8, 'u,|ff XB + ZU’) log(’%)} ]
and that .
q*(clr) = [ ] " (cuil ).
i=1
Next note that

Eqgui) [{(XB+ Zu); —log(r) }* = Vary(g ) (C[8" w17);)
+H{(CEypum 8" v, — log(r)}’

2
= (CZ4u)CT) ;; + {(Cry(sulm); — log(r) }

= (diagonal(CEq(@uMCT) + (C“q(ﬁ,uln) — lOg(I{,)l)Q) .

7

Hence
. 2
Cafaln) = \/ (diagonal (C2y(g.u C7) + (Chg(a ) — log(w1)°) .
From (S.2),
Moy = 2(yi + £) Ay (Caagly)s 1 <0<,
and so
HBy(alk) = 2(y + /‘fl) © /\H(Cq(am))
with

Cy(alr) = \/ diagonal (CZq(s,4/x)CT) + (Chtg(a.ujn) — log(r)1)”. (S.3)

Derivation of q*(3, u|x)

First note that the ith contribution to the likelihood part of (2), 1 <1 < n, can be written
KT (y; + k) exp ((XB + Zu);)”
Yit+kK
I'(k) (/@ + exp ((X,B + Zu)l)> I(y; +1)

_ Tlyi+r) exp (X8 + Zu); — log(r))"
L()D(yi + 1) {14 exp (X8 + Zu); — log(r)) }"

_ I'(y; + k) exp {3(yi — £)((XB + Zu); —10g(/‘6))}_
20T (R)T(yi + 1) coghvits (%((Xﬂ + Zu); — log(n))>

p(yi|ﬂvua "{) =

3



Then the full conditional density function of (3, u) is
p(B, ulrest) =p(B, uly, o, 0, k) o< p(y|B, u, k)p(ely, B, u, K)p(B)p(ulo?)

= (H p(yilB, w, &)pec (ais yi + ki, (X B+ Zu); — 10g('£))> p(B)p(ulo?)

=1

N (H exp {5 (yi — #) (X B + Zu); — log(r)) }
i1 cosh¥%itr (%((X,B + Zu); — log(/@))>

x cosh?it" (%((Xﬂ + Zu); — 10%(”)))

X exp { - 3{(XB+ Zu); - log(ﬁ)}zaz}rhvc(ai; yi + mO))P(ﬂ)P(U\UQ)

where the last step follows from (S.1). We then have

p(8, ulrest) o (H exp [ k) (XB+ Zu); — {(XB+ Zu); — log(ﬁ)}2a¢}>
2 w2
Xexp( ] ZH )

(Hexp[% — k) (XB+ Zu); +a1{log Xﬁ%—Zu)i—%(XB—i-Z’u)?}})

18I <= lluyl?
X exp ( 202 _Z 202

B =1 J

— exp [{%(y — k1) +log(r)a}l C [5] . [Q]TCTdiag(a)C [B]

u
I~ HujHZ]
2 2
QO'B o 20j
T
i
u CT{i(y — K1) +log(r)a} ]
=€&Xp T 1 T 3
—= d M
Vec({g] [5} ) ec (CTdiag()C + M)
u| |u
where -
M = blockdiag(aEQIp, o1 Tk, ...,0,Ig,).
Therefore,

Eq(—(ux)) [log{p(B, ulrest)}]

3 T
[ u ] CT{%(y — k1) + log(n)uq(a‘ﬂ)} t
+ cons
vec ([ A } { “ ]T> ~jvee (7 diag (q(ap)) C + My /o2
U u

where p14 (o) denotes the mean of the optimal g-density of «|x and ‘const’ denotes terms that
do not depend on (3, u). It follows quickly that

0" (B, u|k) is the N (ty(8,ulr)> Zq(8,ulx)) density function

4



where o
Eq(ﬁ,uhﬁ) = {CTdiag(uq(a‘H))C + Mq(l/O'Q)}

and
Ha(B.ulr) = Sq@.uln)C {3y — K1) +10g(K) ty(alr) }-

Derivation of q* (0%|k)

Arguments similar to those given in Appendix C of Wand & Ormerod (2011) lead to
q*(o?|x) = [ a*(o}1w)
j=1
where, for1 < j <r,

q*(gﬂ/{) is the Inverse—Gamma(%(Kj + 1), Hg(1/ayx) + %{Hy’q(uﬂn)HQ + tr(Eq(ujm))})

density function. Note that /i4(1/4,|x) is the mean of 1 /a; according to the optimal g*-density
described next. Also, P, ) and X, are the sub-matrices of pq(g y|x) and Xq(gux) ac-
cording to the partition of u given at (8). The reciprocal moment of ajg-, according to q*(ajz k),
is

K j +1
21901 /agl) 1 Hqqusim I + 0 (S ))

Hq(1/02|x) =

Derivation of q* (a|x)

Steps provided by Appendix C of Wand & Ormerod (2011) lead to
q*(alr) = ] a*(a 1)
j=1

where, for1 < j <r,
q*(aj|k) is the Inverse—Gamma(l, Ha(1/02)k) T 5;2)

density function. The reciprocal moment of a;, according to q*(a;|x), is

1
H(1/0?|w) T S0

Fa(1/a;lr) =

S.4.2 The Approximate Marginal Log-Likelihood
The approximate marginal log-likelihood, conditional on &, is
log{p(y|r)} = Eq(—) [log{p(y. ., B,u,0°, a|r)} — log{a(ex, B,u, 0%, alx)}]
= By [log{p(y|B. u, x)p(ctly, B, u, 5)p(8, ulo?, k)p(o?|a, k)p(alx)}
—log{a(alr)q(B, ulrx)a(o?|r)a(alx)}]
= Eqy(—) [ log{p(y1B,u, )} +log{p(aly, B, u, x)} — log{a(clr)}
+1log{p(8, ulo?, k)} — log{a(B, ulr)} +log{p(c?|a, x)} —log{a(c?|r)}
+log{p(alr)} —log{a(alr)}].

Simplification of Ey_)[log{p(y|B, u, x)}]




Since

o(lBou ) = — @it m) exp {5~ W ((XB+ Zu). — log(x))}
R 20D (R)D (Y + 1) coghyite (% (XB+ Zu); — log(/i)))

we have

n

log{p(y|B. u, k)} = > | log{T(yi + #)} = (yi + ) log(2) — log{T (s + 1)}
=1

+5(yi — 5)((XB + Zu); — log(x))
(9 + ) log {cosh (3((XB + Zu); — log(x)) ) } | ~ nlog{T'()}.
This leads to
Ey(—ry[log{p(y|B,u, x)}] = —(y"1)log(2) — 17 log{I'(y + 1)} + 1" log{T'(y + x1)}
+n[Lrlog(k) — log(2)k — log{T'(x)}]

—1(y"1)log(k) + %un(@u‘,{)(CTy - kCT1)
— Z Eq—x) [(yZ + k) log {cosh (% ((Xﬁ + Zu); — log(fi))) H )
i=1

Simplification of Ey_ [ log{p(cly, B,u, r)} — log{q(c|r)}]

First note that

log{p(ely, B, u, k)} —log{q(clr)}

= Z [log {ppc(ai; i + K, (XB+ Zu); — log(ﬂ))} —log {ppc(ai; Yi + K, cq(ai‘n))}]
i=1

Since

log{prc(ai;yi + K, (XB + Zu); —log(k))}
= (y; + k) log {cosh (%((X,B + Zu); — log(/ﬁ))>} — %((X,B + Zu); — log(/ﬂ))Qai
— log{prc(a; yi + ,0)}

and

log{pPG(ai; Yi + K, Cq(ai\n)}
= (yl =+ H) log {COSh <%Cq(o¢i|n)) } — %Ci(a”N)OCZ' - log{ppc(az, Yi + K, 0)}

we get the cancellation of the log{prc(ci; y; + &, 0) } terms and the following explicit expression
for the log-density difference:

log {Ppc(az‘; Yi + Kk, (XB+ Zu); — log(ﬁ))} —log {ppG(aZ-; Yi + K, Cq(ai\n))}
= (y; + k) log {cosh (%((Xﬁ + Zu); — log(/f)))} — (yi + k) log {cosh @Cq(ailn))}
2
+%ai{03(ai|ﬁ) - ((X5+ Zu); — 10g(n)> }

The cancellation of the log{ppg(v; yi+~, 0)} terms is very important from a practical standpoint
since ppc(@i; y; + K, 0) does not admit a closed form.
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We then have

By [log{p(aly, B, u, x)} — log{g(al|r)}]

St s (3 2, )]

i=1

—(y+r1)T log {cosh ( cq(a‘,{)) } + %cg(am)diag{uq(am)}Cq(am)
Y By {ou((XB+ Zu), — 10g(s))?).

=1

Simplification of Ey_ ) [log{p(8, ula?, x)} — log{a(8, ulr)}]

For this contribution, we have

log{p(B,ulo®, x)} —log{a(B, ulx)} = —5plog(0}) — 5 ZK log(c

HBH2 N
Z o T 3108 [Zq(sulx)|
= 7%
T
L ([8 1 s
+3 <[u} - Nq(ﬁ,uln)) 3 a(B,ulk) ([ ] - Mq(gﬂq,{)) .

Eq- [log{p(8.ulo® r)} — log{a(8, ulr))]

We then obtain

—3plog(af) — 3 KBy {log(o})}

Jj=1

_ ||/"’q(,3,u\n) H2 + tr(Eq(ﬁ,uM))

202 -3 a1 /o21) Ll a1y I 1 (B 1) }
j=1

T
+3108 [Zqaum| + 30+ 3D K.
j=1

Simplification of log{p(c?|a, x)} — log{q(co?|x)}

Simple manipulations give

r

log{p(o?|a, x)} —log{a(a?|K)} = [— 310g(a;) — 3 log(m) — 1/(d7a;)
j=1
1+ K;log(o )—i—)\ o2 /U]

where
— 1 2
Aato2 1) = Fa(/aslm) + 3 {Eqgu ) I+t (Baqay ) }-



Therefore

Eq(_ﬁ)[log{p(02|a, K)} — log{q(azlm)}] rlog —|—Zlog {r( % K;j+1))}
—3 Y Eqw{logla;)} + 1 ZK By {log(c?)}
j=1

+Z[ o2|r)Ha(1/02|x) ~ Ha(1/02|x)Fa(1/a]x)

—%(KJ + 1) 10g ()\q(UJ2|K))i| .

Simplification of Eq_[log{p(a|r)} —log{q(alx)}]

Lastly, we have

log{p(alk)} — log{a(alx)} = Y | ~log(ss) — § log(r) + } log(a;) — 1/(a;s)
7j=1
—10g (Ag(a, %)) + Aa(a, 1w Ha(1/a; )

where
— —2
M(agle) = Ha(1/02m) + S0

The required g-density expectation is

Eq(-x)[log{p(alr)} —log{a(alr)}] = —rlog(ss) — 5 7log(r) + 3 Z Eq(—r){log(a;)}
j=1

+ Z [ (sl Ha(L/as ) — Ha(1/a;lx) /5 — 108 (M(aﬂn))]

Fully Simplified log{p(y|x)} Expression

Combining each of the simplified contributions, we obtain
log{p(y|x)} =17 log{T'(y + k1)} + n[Sklog(r) — log(2)x — log{T'(k)}]
—%(yTl) log(k) + %un(ﬂ,u‘n) (CTy — mCTl)

”“q(ﬁ\ﬂ)”2 + tr(Xg(g)s))
20’%

=5 D Hg /o) UlBggass ) I 1 (Zqay) } + 5 108 [Zq(a )|
j=1

—(y+ 1) log {cosh <2 q(alﬁ))} —

1
+ {Aqw;m)ﬂq(l/v;m) = Ha(1/o2 ) Ha(1/aslm) — 3 (K5 + 1) 10g (Ag(o2)
=1

gty Ha(1 ) — Ha(1 /el /5% = 108 (Ngtaslo)) }



n

. 2
+ $ (o) diag ot Foatalr) = 3 2 Ba-m { (XB+ Zu) — log(x)*}
=1
—(y"1)log(2) — 1" og{T(y + 1)} — gplog(03) + 30 + 3 ZK

—rlog(m) — rlog(ss, +Zlog{I‘ (3(K;+1))}
7j=1

which leads to the expression

log{p(ylr)} = L£(k) + 3¢ ajmydiag{ tg(aln } otaln) = 3 D Eq(fﬁ){ai((X/B + Zu); — 10g(/‘6))2}
i=1
~+const
where ‘const” denotes terms that do not involve « or g-density parameters and
(k) =1"1og{T(y + k1)} + n[ixlog(k) — log(2)x — log{I'(x)}]
—%(yTl) log(k) + %“g’(ﬁ,um) (CTy —K CTl)

g |I? + tr(Zq(a1s))

2
205

—(y 4+ x1)T log {cosh ( cq(am))} —

=5 D Ha /o) UlBqguss ) 2+t (Zauyi) } + 5108 [Sq(aupm)|
j=1

1
+Z { (o21w) a1 /o21) — Ha(1/o2lm)Ma(1/azlm) — 3 (G + 1) 1og (Ag(o2i))

F \g(as ) a1 fas ) — Fia1 s/ 5% = 108 (Nqgaylo) |-

Lastly, we note that the

. = 2
ch(a|n)dlag{Hq(a|n)}Cq(aln) and Z Eq(_ﬁ) {Ozl((X,@ + Zu)z — log(/{)) }
i=1

terms cancel with each other in the g-density updates, and we have the simpler marginal log-
likelihood expression

log{p(y|x)} = £(x) + const.
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